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Abstract

In this paper real-time people detection is demonstrated in a relatively large indoor industrial robot cell as
well as in an outdoor environment. Six depth sensors mounted at the ceiling are used to generate a merged
point cloud of the cell. The merged point cloud is segmented into clusters and flattened into gray-scale 2D
images in the xy and xz planes. These images are then used as input to a classifier based on convolutional
neural networks (CNNs). The final output is the 3D position (x, y, z) and bounding box representing the
human. The system is able to detect and track multiple humans in real-time, both indoors and outdoors.
The positional accuracy of the proposed method has been verified against several ground truth positions,
and was found to be within the point-cloud voxel-size used, i.e. 0.04 m. Tests on outdoor datasets yielded
a detection recall of 76.9 % and an F1 score of 0.87.
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1 Introduction

The ability to detect the presence of people or other
objects in three dimensional data is an important fac-
tor in enabling autonomy and automation in environ-
ments where machinery and humans are both present.
A natural example is in the automotive industry, where
autonomous vehicles must be able to accurately per-
ceive their surroundings. Another example is in any
industrial environment where robotic machinery must
coexist with personnel, whether it is on a large offshore
platform or in a small indoor robotic cell.

Several approaches for people detection exist, where
the problem of detecting people and other objects in
2D images is well documented in the academic litera-
ture, especially methods composing different types of
machine learning such as Histograms of Oriented Gra-
dients (HOG) Dalal and Triggs (2005) and convolu-
tional neural networks (CNNs). The problem of de-
tecting people in 3D space, e.g. in point clouds, is also

a hot topic. Much research has been done on methods
for detection in data from 2D and 3D lidars typically
found on autonomous vehicles and mobile robots. In
Borgmann et al. (2017), an approach based on implicit
shape models (ISM) was used to detect people in a 3D
lidar scan, and in Kim et al. (2020) person detection
and tracking was done using a laser scan of the per-
son’s hip area and a Sample-based Joint Probabilistic
Data Association Filter (SJPDAF). A 3D lidar was also
used in Spinello et al. (2011), where a bottom-up, top-
down detector was used to select hypothetical candi-
dates and perform validation on a tessellated volume,
respectively.

For RGB-D images, the authors of Linder and Ar-
ras (2015) used a tessellation boosting approach for
human feature classification, e.g. different types of
clothes and hairstyles. This approach, combined with
the feature-based detection method from Lewandowski
et al. (2019), was used in Wengefeld et al. (2019) to
estimate human poses based on performant features
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extracted from colored point clouds. The detection
method used a layer-based approach to calculate fea-
ture descriptors for each layer in a point cluster and
concatenated the histograms to form feature vectors.
In Linder and Arras (2016) both 2D laser scans and
RGB-D images were used for human detection and
tracking, including keeping track of multiple humans
in groups.

Human pose estimation has also been heavily re-
searched and CNN-based methods such as OpenPose
Cao et al. (2017) for 2D and Tome and Russell (2017)
for 3D pose estimations from 2D images. In Zim-
mermann et al. (2018), RGB-D data was used for 3D
pose estimation, using depth information in addition
to the color image. Vehicle detection in lidar point
clouds using neural networks such as VoxelNet Zhou
and Tuzel (2017), 3D YOLO Hakim (2018) and Simon
et al. (2019) also show promising results.

A common denominator of the methods mentioned
above is that they are either tailor-made for lidar scans
or that they depend on RGB images as well as any
depth data. While the availability of RGB images is
a justifiable assumption, there are scenarios in which
redundancy is crucial, such as in the red-zone of oil-
rigs. Such areas would typically be monitored by both
RGB and depth-sensors (see Velodyne Lidar (2020)),
and while combining the measurements could yield the
best detection results, in a scenario where the RGB
information becomes unavailable a fall-back solution
based on depth-information only should be available.
In this paper, we therefore aim to remove the need for
using RGB images when detecting people.

In addition, while most of the literature concentrates
on single mobile sensors mounted on vehicles or robots,
the method proposed in this paper utilizes a point
cloud generated by several statically mounted 3D sen-
sors as described by Dybedal et al. (2019), which is a
just as likely scenario in industrial environments.

In Simon et al. (2018) Complex-YOLO is introduced,
which is an extension of YOLOv2, a fast 2D standard
object detector for RGB images, by a specific complex
regression strategy to estimate multi-class 3D boxes
in Cartesian space. A specific Euler-Region-Proposal
Network (E-RPN) is proposed to estimate the pose of
the object by adding an imaginary and a real fraction
to the regression network. The result is a closed com-
plex space which avoids singularities, which can occur
by single angle estimations. In our work multiple depth
sensors are used and the data is merged into a single
point cloud used for detection. Hence, the single an-
gle problem mentioned in Simon et al. (2018) is not a
problem in the work presented here.

In Munaro et al. (2016a) OpenPTrack is presented,
which is an open source software for multi-camera cal-

ibration and people tracking in RGB-D camera net-
works. People detection is executed locally, in the ma-
chines connected to each sensor, while tracking is per-
formed by a single node which takes into account de-
tections from all over the network. For Kinect v1 and
stereo cameras, which can produce color images, the
HOG technique for people detection is applied to these
images in correspondence of the clusters extracted from
the point cloud. For the Kinect v2 the infrared images
are used, since they are invariant to visible lighting.

In Munaro et al. (2016b) the proposed algorithms
have been demonstrated further using aligned color and
depth data in industrial environments. The algorithms
have been released as open source as part of the ROS-
Industrial project. The work presented in this paper is
different from Munaro et al. (2016a,b) in that a CNN-
based approached is used and that the people detection
is performed on the merged point cloud on the central
node using only depth measurements, as opposed to
detection locally on each node using color or infrared
images in addition to depth information. The authors
believe that people detection and tracking on a central
node will be more robust, since the central node has ac-
cess to the full point cloud, merged from all the sensors
in real-time, however this has not been demonstrated
experimentally in this work.

In Hui et al. (2019) an object detection method based
on 3D information extraction of laser point clouds is
proposed. Similar to the approach taken in this paper,
in Hui et al. (2019) the point cloud is flattened to 2D
images which are used as a basis for learning using the
AdaBoost algorithm.

In Tang et al. (2017) the proposed method maps the
three-dimensional point cloud to the two-dimensional
plane by a distance-aware expansion approach. The
corresponding 2D contour and its associated 2D fea-
tures are then extracted. A radial basis function
(RBF) kernel support vector machine (SVM) is em-
ployed with the extracted features for classification. A
selective binary and Gaussian filtering regularized level
set (SBGFRLS) algorithm is utilized for contour de-
tection in the 2D images. In addition, other popular
feature descriptors from the projected 2D images, such
as HOG, LBP and Haar-like features are extracted.

Yan et al. (2020) present recent work on human de-
tection and a classification scheme based on 3D Lidar
data and an algorithm using a standard Support Vec-
tor Machine (SVM). The 3D indoor data used in Yan
et al. (2020) has been made publicly available. In the
conclusions the authors write: Future work should look
at other classification methods such as deep neural net-
works. The suggestion to use a CNN-approach is ad-
dressed in this paper, and the method developed here
should fit such a system well, as it is designed to classify
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Figure 1: Flowchart of the people detection system. The point clouds from each sensor is compressed by an
edge computer, and received by a centralized computer before being decompressed and processed.

humans in point clouds containing intensity measure-
ments, similar to the ones generated by a Lidar-based
system.

This paper is organized as follows: Section 2 presents
the overall methodology and the different modules that
were developed. Section 3 contains several experimen-
tal results, while discussion and conclusions are given
in Section 4.

2 Methodology

The main inspiration for our work was the ‘3D YOLO’
type detectors where laser point clouds were used as in-
puts to image classifiers. To tackle the problem of hu-
man detection using only depth information, a scheme
based on scene classification using convolutional neural
networks (CNNs) was developed. To generate images
for classification, a point cloud flattening approach was
applied.

The input to the detector is a stream of compressed,
voxelised point clouds, as described in Dybedal et al.
(2019). These streams are published as ROS (Robot
Operating System) topics. Six Microsoft Kinect V2 3D
sensors were used to generate the depth measurements,
corresponding to six point cloud streams. Although the
Microsoft Kinect sensors can supply RGB images, the
purpose of this study was to become independent from
RGB sensors, thus only the depth measurements were
used.

The methodology is demonstrated in this paper by
real-time multiple people detection in both indoor and
outdoor environments.

Figure 1 shows the structure of the developed sys-
tem and the different steps will be further outlined in
the following sections. The source code is available at
Dybedal (2021a).

2.1 Point Cloud Pre-processing

Each of the six Kinect sensor nodes publishes com-
pressed point cloud streams at up to 20 Hz. As de-
scribed in Dybedal et al. (2019), the points in the com-
pressed point clouds contain no colors, but an addi-
tional intensity value corresponding to the amount of
measured points inside a single voxel, compensated for
the distance to the sensor. The purpose of this addi-
tion was to add a measure of strength or confidence to
each voxel as the point clouds were compressed, while
accounting for the fact that objects close to the sen-
sor will have a much higher point density than similar
objects further away.

It should be noted that in addition to not including
colors, the point clouds used in this paper are heavily
compressed and down-sampled by voxelization. When
using a voxel size of 4 cm × 4 cm × 4 cm and crop-
ping to the volume of interest, Dybedal et al. (2019)
found that each point cloud was typically reduced from
217 088 points to 17 771 ± 118, with a reduction in re-
quired storage space of 1 : 40.5 ± 0.5.

In this paper, a ROS node was created which re-
ceives, synchronizes and merges the point clouds into a
single cloud. The sensor nodes are time synchronized
against a server, which ensures that the different point
clouds are as close to each other as possible in the tem-
poral space. Calibration to ensure optimized transfer
functions between the sensors and the global coordi-
nate system was performed according to the method
described in Aalerud et al. (2019). When merging
the point clouds, the intensity values are accumulated
such that the points in the merged point cloud con-
tain the sum of all intensity values corresponding to
the same voxel. The result and output of the devel-
oped ROS node is thus a single voxelised point cloud
stream, where each point contains an intensity value in
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addition to x, y and z coordinates.
When the single, merged point cloud was obtained,

it was segmented into clusters based on a minimum Eu-
clidean distance between points in the clusters. How-
ever, most of the resulting clusters could be discarded,
and only clusters defined to be a human candidate were
used further in the detection scheme. To select the
candidate clusters, the following constraints based on
normal human poses were applied:

• Min, Max height (z dimension): 0.5 m and 2.0 m

• Min, Max width (x,y dimensions): 0.2 m and 2.0 m

• Max. distance from floor: 0.2 m

As seen in Figure 2, this filtering resulted in a set of
candidate clusters, which were used to generate gray-
scale images for CNN-based training and classification.
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Figure 2: (a) Candidate clusters after segmentation,
but before dimension constraints; (b) Can-
didate clusters after dimension constraints
have been applied.

2.2 Point Cluster Flattening

Several methods for calculating the positions of hu-
mans in point clouds were considered, including slicing
the entire point cloud into segments in the xz and yz
planes and classify/detect humans in each slice. How-
ever, due to the fact that humans would normally be
present in only a fraction of the points, this was deemed
too computationally expensive. In addition to the in-
evitable trade-off between accuracy (slice thickness)
and speed, the same human, or parts of it, could be
detected in multiple slices. Hence, the method devel-
oped in this paper was to flatten each candidate point
cluster in the xz and yz planes, resulting in just two
small slices per candidate.

As the input point cloud has already passed through
a compressor based on a voxel grid, where each point
has a fixed coordinate in the voxel center, and where
the voxels are aligned to the global coordinate system,
the process of cluster flattening could be implemented
by iterating over the voxels in each dimension. Eq. 1
shows the process of generating one pixel in the xz
plane.

P (i, j) =

ymax∑
y=ymin

I(xi, y, zj), (1)

where P (i, j) is one pixel in the flattened image and
I(xi, y, zj) is the intensity value for the voxel at
(xi, y, zj). The result is two gray-scaled images, where
each pixel corresponds to the sum of the intensity val-
ues of the flattened points, as seen in Figure 3. Using
the intensity values to create a gray-scale image instead
of just counting points results in images with a larger
dynamic range. As the human body is solid, points
can only exist on the exterior, which greatly limits the
amount of points that would result in a single pixel in
the flattened image.

Due to the coarse resolution of the voxelised point
cloud, a human is typically represented by an image of
only 25 times 45 pixels when a voxel grid resolution of
4 cm is used.

2.3 Scene Classification

As the images are already cropped to the candidate
point cluster, and the positions in the global coordi-
nate system are known, there is no need for additional
segmentation or bounding boxes. The classification of
humans in the generated images could therefore be per-
formed as a scene classification, i.e. the whole image
was classified as a single class. As a proof of concept, a
simple convolutional neural network was trained using
images generated from captured datasets. The images
corresponding to each candidate cluster in the training
datasets were manually labeled as either ’Human’ or
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Figure 3: (a) Candidate cluster after flattening in the
y dimension (xz plane); (b) Candidate clus-
ter after flattening in the x dimension (yz
plane). Color represents the accumulated in-
tensity values, where yellow is higher.

’Not Human’. A total of 1105 and 1956 images were
used for the ’Human’ and ’Not Human’ classes, respec-
tively. The two classes were chosen as the purpose here
was to detect the presence of humans in a robotic en-
vironment. It would be possible to extend the number
of classes to be able to classify any other object, such
as the robots, other machines, equipment, etc.

The labeled images were then randomly binned into
training images (60 %), validation images (30 %) and
testing images (10 %). In addition, the images were
augmented with random rotation (±90deg), reflection
(around the z axis) and shear.

The structure of the neural network, including three
convolution blocks, and the parameters used is shown
in Table 1. The structure was inspired by a simple
example by The MathWorks, Inc (2021), but tuned
to maximize the validation accuracy. The input layer
is three-dimensional (RGB) with an input size of 224
times 224 pixels. Thus, in addition to resizing, the im-
ages needed to be augmented such that the gray-scale
content was replicated across all RGB channels. As
many image classifiers, including pre-trained networks,
are expecting color images, converting from gray-scale
to color allows for a modular application where the
classifier could be replaced by another without adding
extra complexity. In contrast to many other scenarios,
the images to be classified are very small, as described
in the previous section. As a consequence, most images
would need to be scaled up, not down, before being
evaluated by the classifier.

Training of the network was performed in Matlab
by the stochastic gradient descent with momentum

Layer Parameter Value

Input Layer Size 224 × 224 × 3

Convolution Layer Filter Size 3
No. of filters 16
Padding 1

Batch Norm. Layer
ReLu Layer
Max-pooling layer Pool Size 2

Stride 2

Convolution Layer Filter Size 3
No. of filters 32
Padding 1

Batch Norm. Layer
ReLu Layer
Max-pooling layer No. of pools 2

Stride 2

Convolution Layer Filter Size 3
No. of filters 64
Padding 1

Batch Norm. Layer
ReLu Layer

Fully-connected layer Output Size 2
Softmax Layer
2-class Classifier

Table 1: CNN Structure and layer parameters.

(SGDM) optimizer. Using 100 epochs and an initial
learning rate of 0.00001, the final validation accuracy
was 95.75%.

2.4 Labeling and Position Extraction

The nature of the detection mechanism developed in
this paper includes a coarse confidence measure, i.e. a
human can be classified in either zero, one, or both
of the flattened images. For the testing described in
this paper, only the scenarios where both images are
classified as humans were considered a detection.

In the event of a detection, the developed ROS pro-
gram publishes a “marker” message that includes the
position and extent of the detected human. The posi-
tion used is the center of the bounding box surrounding
the candidate point cluster, and the bounding box it-
self is used to describe the area where the person was
detected.

3 Experimental Results

Four different test cases were used to evaluate the sys-
tem. First, the scheme was tested in the Industrial
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Robotics Lab (IRL) at the University of Agder Dybe-
dal et al. (2019). In this environment, six 3D sensor
nodes consisting of Microsoft Kinect V2s and NVIDIA
Jetson TX2s are mounted on the walls around a robotic
cell. Inside the area monitored by the sensors, there
are three ABB robots, where two are track mounted
and one is mounted on a Gdel gantry crane. The test
served as a proof-of-concept, verifying that the detec-
tor worked on live data different from the datasets used
for training and validation.

Second, the accuracy of the system was measured
by comparing detected coordinates with ground truth
coordinates measured by a Leica Laser Tracker. The
same setup as in the first experiment was used.

Third, the scheme was tested using a datasets
recorded at an outdoors test facility for offshore pipe
handling equipment, without altering the algorithms.
The datasets were recorded in August 2018, using the
same sensor nodes as in the IRL lab, and includes
recordings with multiple people in different weather
conditions.

Lastly, the CNN was re-trained using outdoor data,
and a detection capability test was performed, measur-
ing possible detections versus actual detections.

All experiments were performed on a stationary com-
puter running the detector in Matlab. The computer
was running Ubuntu 16.04 with ROS Kinetic and con-
tained an Intel Core i7 7820X 3,6 GHz processor, an
NVIDIA GTX 1080Ti GPU and 32 GB of RAM.

The following subsections present the results from
the three different test cases. The outdoor dataset is
made publicly available at Dybedal (2021b).

3.1 Indoor Single Person Detection

After the detector had been trained, it was tested on a
single person in the IRL lab. The aim was to verify that
the detector would yield good results on data different
to the training data.

Figure 4 shows the detected bounding boxes around
a person in different poses. In (a), the detected position
coordinates were x =4.42 m, y =5.22 m, z =0.94 m,
where this point is the center of the displayed bound-
ing box. The detection algorithm functioned as ex-
pected, marking the person with correctly sized bound-
ing boxes for all the tested poses.

In addition, a small set of 160 ‘Human’ images and
70 ‘Not Human’, where the subject had different outfits
than used in the training, was used to test the CNN.
The accuracy in this test was 88.2%, which as expected
is a little lower than the training accuracy, but still
close to 90%.

3.2 Indoor Accuracy Validation

To verify the accuracy of the detector, the output X,Y
coordinates were compared to coordinates that had
been previously measured to sub-millimeter accuracy
by a Leica laser tracker and marked on the floor. A
person would walk around the monitored area, stop-
ping at the marked coordinates, before moving on to
the next. Performing the test in such a way would in-
troduce some inaccuracy, as it is not possible to guar-
antee that the person is standing exactly above the
ground truth coordinate. However, since the resolu-
tion of the input point cloud was as coarse as 0.04 m,
the test would still yield useful results.

A total of 21 coordinates were pre-measured. During
the test, a total of 94 detections were performed at
the ground truth positions, and a subset is shown in
Table 2. The result is shown in Table 3, and it can be
seen that the mean absolute deviation of the detector
was within the point cloud resolution of 0.04 m.

X Y X meas. Y meas. Z meas.

5.0 8.0 4.96 8.06 0.94
5.0 7.0 5.02 7.02 0.94
5.0 6.0 4.96 6.02 0.92
5.0 5.0 5.02 4.98 0.94

4.69 5.3 4.72 5.23 0.92
4.0 3.0 4.02 2.98 0.94
2.0 7.0 5.02 7.02 0.94

5.42 9.24 5.5 9.2 0.94

Table 2: A subset of results obtained during the accu-
racy validation.

X Y Total

Mean absolute deviation (m) 0.035 0.039 0.037
Std.dev absolute deviation (m) 0.041 0.035 0.038
Mean deviation (m) −0.001 −0.004 −0.003
Std.dev deviation (m) 0.054 0.053 0.053

Table 3: Results from accuracy test using 94 detections
compared to ground truth coordinates.

The X and Y coordinates are the ones that have
been used for verification, as these are the only ones
with an accurate ground truth. However, the bound-
ing box also contains the width, depth and height of the
detected person. While the width and depth can vary
greatly due to different poses, the measured height was
compared to the height of the test subject. Using 56 of
the detections performed while the subject was stand-
ing, the measured height was (1.76 ± 0.06) m, and the
real height of the test subject was 1.75 m.
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(a) (b) (c)

Figure 4: (a) Example detection, walking; (b) Example detection, arms out; (c) Example detection, crouching.

3.3 Testing on Outdoor Datasets

To test the detection algorithm on more challenging
data, datasets recorded on an outdoors facility were
used. The datasets were recorded in August 2018, us-
ing the same sensors as used for the two first experi-
ments, and contains a variety of weather conditions and
multiple persons. Due to the lack of ARUCO codes
used for the automatic calibration performed in the
indoor experiments, the sensors’ translation and rota-
tion were calibrated manually using other features in
the point clouds.

Figures 5 (a) and (b) show a snapshot of the first
test, where four persons are present. As seen in Fig-
ure 5 (a), the weather conditions were challenging, with
a low sun shining on wet concrete. The persons were all
wearing different outfits, in addition to helmets, which
were not part of the original training data. However,
without altering the algorithm, i.e. only using training
data from the indoor experiments, it was able to detect
all four persons.

Another dataset was recorded in heavy rain. While
the rain was causing an increased amount of noise in
the point clouds, the system was still able to correctly
classify humans, as seen in Figures 5 (c) and (d).

3.3.1 Human Detection Performance

To determine the detection capability of the system,
the network was trained again, this time including data
from the outdoor datasets. Six datasets, each consist-
ing of approximately 1500 merged point cloud frames
with 0-2 persons present, were added to the training
and validation data. After image extraction and man-
ual labeling, the final training and validation set now
consisted of 4715 images for the ‘Human class’, and
6805 images for the ‘Not Human class’.

A seventh dataset was used for testing. This dataset
contained a 300 s recording where up to four people
were present at the same time. The persons were walk-
ing randomly, resulting in many different poses, as well
as entering and leaving the area. From this set, a total
of 949 merged point clouds were analyzed, where 21
contained one person, 83 contained two persons, 324
contained three persons and 521 contained four per-
sons, i.e. there were a total of 3243 clusters that should
be classified as humans. The detection accuracy (re-
call) was calculated by dividing the number of Humans
actually detected by the total number of possible de-
tections. This yielded a recall of 76.9 % (2495 out of
3243 humans were correctly detected). The calculated
F1 score was 0.87, due to a high precision of 99.9 %.

During the testing, while the point clouds were
streamed at around 5 Hz, the detector was outputting
results at about 1.2 Hz. The relatively low rate is due
to the fact that the detection system is run in Matlab
and that temporary images are written to disk before
they are classified.

4 Discussion and Conclusions

This paper has demonstrated a novel approach to peo-
ple detection on very sparse point clouds using only
depth information. The proof of concept and accuracy
experiments show promising results, with an absolute
error that is approximately the same as the resolution
of the voxelised point cloud at ±4 cm.

During the accuracy test, the test subject was wear-
ing different clothing with different colors than used in
the training data. This implies that the use of inten-
sity values and not colors in the point clouds allows
the classifier to distinguish objects based primarily on
shape, without being biased by certain outfits.
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(a) (b)

(c) (d)

Figure 5: Detection test on Outdoor Data - (a) and (b) Four people present and detected at the test site, in
low sun on wet ground; (c) and (d) Two people present and detected, in heavy rain.

The tests on outdoor datasets yielded a detection re-
call of 76.9 % and an F1 score of 0.87. While this is not
optimal, further investigation has led to the conclusion
that this is mostly due to the filtering and segmentation
process, and not the classification. Firstly, work should
be done to optimize the segmentation to better distin-
guish persons from the environment. Typical scenarios
are where persons are standing on or close to construc-
tions, or carrying large items. In these scenarios, the
Euclidean distance segmentation approach struggles to
create the correct candidate clusters, and the clusters
are discarded immediately and never passed to the clas-
sifier.

Another improvement would be to classify parts of
persons instead of whole persons. In some scenarios,
e.g. when wearing very dark clothes or when occluded

by objects, parts of the body may not be visible in the
point clouds. In an example where only the torso is
visible, the current candidate cluster processing would
discard these clusters as they would not be within the
constraints. The same problem occurs when a person
is entering or exiting the monitored area, leading to
partial point clouds of the body.

As our approach is using a scene classifier, the ap-
proach could be extended to detect any class of items
by adding more classes during training or by training
on other classes entirely. This makes it possible aug-
ment the system to detect human body parts or any
other objects such as robots and equipment. If needed,
the system could also be extended by including the
(x,y) plane in the flattening process, thus generating
a third image for classification at the cost of increased
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computational load.
Future work should also include testing the classifier

on other, published datasets, to compare the perfor-
mance to other people detection techniques. Specifi-
cally, the precision of the presented solution was found
to be 99.9 %, however there were few foreign objects
present in the data sets which led to very few false
positives. In addition, work should be done to port the
classifier and detector from MATLAB to a more effi-
cient environment, e.g. a native ROS node, to achieve
a higher maximum detection rate than the 1.2 Hz
achieved in this paper.
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