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Abstract

This paper presents three variable step size P&O algorithms for optimizing the separation efficiency of
a coalescing pump/deoiling hydrocyclone produced water treatment system. By continuously adjusting
the pumping pressure, and subsequently the coalescing effect, the algorithms are used to minimize the oil
concentration downstream the hydrocyclone. Due to the variable step size, the algorithms react rapidly
to changes in the upstream produced water characteristics, at the same time as they reduce (or elimi-
nate) steady-state oscillations. Based on both simulation and experimental testing, the study discusses
advantages and disadvantages of the algorithms.

Keywords: Produced Water, Coalescence, Centrifugal Pump, Hydrocyclone, P&O Algorithm, Step size

1 Introduction

Oil and gas production usually involves producing sig-
nificant amounts of water along with the hydrocarbon
mixture. This co-produced water, called produced wa-
ter, contains combinations of organic and inorganic ma-
terials which can lead to toxicity. To avoid pollution,
produced water must be treated and dispersed oil re-
moved before the water is discharged into the sea or
reinjected into a reservoir (Fakhru’l-Razi et al., 2009).

In the North Sea, three-phase separators are often
used to separate most of the produced water and gas
from the crude oil (Walsh, 2015). In combination
with other treatment technologies, hydrocyclones re-
move the remaining dispersed oil from the produced
water. Most of the equipment for removing oil is either
based on gravitation, enhanced gravitation, or flotation
technologies, where the driving source of separation is
droplet buoyancy (Judd et al., 2014). Therefore, the

efficiency of these technologies highly depends on the
size of the oil droplets, where larger droplets lead to
higher treatment efficiency.

In some applications, pumps are used to maintain
the process pressure above a certain threshold. Due to
the importance of large oil droplets, droplet breakup in
process equipment should be kept to a minimum (Di-
tria and Hoyack, 1994; Thew, 2000). Flanigan et al.
(1988) investigated and rated several pump types based
on droplet breakup. Even though they published their
study in 1988, it is still used as a reference when choos-
ing pumps for produced water treatment applications
today.

In 2015, van Teeffelen (2015) introduced a novel co-
alescing centrifugal pump for produced water applica-
tions, where he presented prototype test results. The
prototype testing featured, among other investigations,
a comparative study including the coalescing pump and
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two typical produced water pump types. In the study,
all pumps were operated at the best efficiency point
(BEP), and the results highlighted how the novel coa-
lescing pump increased, rather than reduced, the vol-
ume median droplet diameter (dv50).

As a continuation of van Teeffelen’s work, Husveg
et al. (2016, 2018) performed several studies of the
pump’s coalescing effect when operated outside of BEP.
They studied 1) the droplet growth at various pump-
ing pressures and flow rates, 2) how produced wa-
ter characteristics—including oil type, oil-in-water con-
centration, and droplet size distribution—affected the
droplet growth, and 3) how the enlarged droplets fur-
ther affected the separation efficiency of a downstream
deoiling hydrocyclone.

Based on the findings of Husveg et al. (2016, 2018),
Husveg et al. (2019) presented a control routine which
continuously optimized the droplet growth according
to the downstream separation efficiency. By repeat-
edly changing the pumping pressure in steps of a fixed
size, the routine tracked the optimal point of opera-
tion, i.e., the combination of pumping pressure and
flow rate, without affecting the overall process plant.
The control routine included a perturb and observe
(P&O) algorithm and used process measurement feed-
back to track the optimal pumping pressure. Down-
stream control valves were used to compensate for the
pressure changes.

Figure 1 shows the setup considered by Husveg et al.
(2019). The figure shows a sketched produced wa-
ter treatment facility containing the coalescing pump,
a hydrocyclone, an oil-in-water analyzer, and down-
stream control valves. In addition to developing the
control routine, Husveg et al. (2019) investigated three
different analyzer locations. Placing the oil-in-water
analyzer in the downstream position (as shown in the
figure) was found to be the most robust approach. In
this position, the analyzer measured the concentration
of oil exiting the hydrocyclone underflow.

This paper extends the control routine developed by
Husveg et al. (2019) by introducing a variable step size
to reduce the convergence time and steady-state os-
cillations. Three alternative algorithms are developed,
studied, and discussed based on simulations and exper-
imental testing.

2 Considered system

Figure 2 shows a schematic representation of the sys-
tem used to evaluate the algorithms. The rig is a once-
through system, where the main test section is made
of 1” piping. The pipes for oil injection and sampling
are 1/4”.

From left to right, the system consists of a feeding
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Figure 1: Sketched produced water treatment facility
containing the coalescing pump, a hydrocy-
clone, an oil-in-water analyzer, and down-
stream control valves.

pump, an oil injection pump, a mixing valve, the coa-
lescing pump, a hydrocyclone and two control valves,
referred to as CVo and CVd, respectively. The feed-
ing pump transports heated saltwater to the main test
section, keeping the flow rate, Qu, constant. The oil
injection pump continuously injects oil into the salt-
water stream, thereby creating synthetic produced wa-
ter with a known oil concentration, Cu. The oil en-
ters the center of the pipe through a tube bent in the
same direction as the saltwater flow. The manually
operated mixing valve ensures proper oil/water mix-
ing. The valve opening, and consequently the pressure
drop, is fixed in the position resulting in the desired
volume median droplet diameter, dv50,u, upstream the
coalescing pump.

The rotational speed, and consequently the pump-
ing pressure ∆p = pm − pu, of the coalescing pump
is controlled according to a varying set-point, ∆pSP.
The investigated control routines determine this set-
point. The coalescing pump used in this investigation
is designed according to the principles of Typhonix AS
and is the same pump as used by Husveg et al. (2016,
2018, 2019). It is emphasized that the resulting coa-
lescing effect is partly a design parameter and partly
process related, and therefore varies from one pump
application to another. However, it is assumed that
the overall trends presented in this paper are the same
for any coalescing centrifugal pump design and size.

The produced water stream leaving the coalescing
pump flows toward the hydrocyclone. After being
separated in the hydrocyclone, the cleaned water ex-
its through the hydrocyclone underflow, flowing to-
ward control valve CVd. CVd is used to adjust the
pressure upstream the coalescing pump, pu. The oil-
enriched water leaving through the overflow flows to-
ward control valve CVo. CVo controls the hydrocy-
clone pressure drop ratio (PDR), defined as ϕPDR =
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Figure 2: Schematics of the considered system.

(pm − po) / (pm − pd).
A Malvern Insitec is used as the online oil-in-water

analyzer. The analyzer identifies droplet size distribu-
tion and oil concentration trends in the produced wa-
ter, accessed by isokinetic sampling. During testing,
the analyzer is placed downstream the hydrocyclone.
During commissioning, e.g., while adjusting the mix-
ing valve, the analyzer may be placed at either one of
the sampling points indicated in Figure 2.

Throughout the testing, the flow rate is kept at Qu =
1.75 m3/h, the upstream pressure is pu = 10 bar, the
pressure drop ratio is ϕPDR = 2, and the upstream oil
concentration is Cu = 400 ppm. The salt concentration
is 3.5 % by weight, and the following combination of
salts is used: NaCl−95.9 %, CaCl2−3.2 % and MgCl2−
0.9 %. The water temperature is 50 ◦C.

Exxsol D140 is used as a substitute for stabilized
crude oil. Husveg et al. (2019) validated the use of
Exxsol. The oil density is ρ = 824 kg/m3 and viscosity
is µ = 6.14 cP, both measured at 15 ◦C. When the oil
is injected into the saltwater stream, the temperature
is 20 ◦C. Due to the low concentration, it is assumed
that the droplets immediately adopt the temperature
of the water (van der Zande et al., 1999). For more
details of the considered system, see (Husveg et al.,
2019).

3 BVSS P&O algorithm

Perturb and observe (P&O) algorithms are often found
in power generation applications as methods for maxi-
mum power point tracking (MPPT), used to optimize
the power production continuously. Examples of appli-
cations are photovoltaic systems (Ram et al., 2017) and
wind energy conversion systems (Sachan et al., 2017).
The P&O algorithm is characterized by first perform-
ing a process variable change (perturb), before measur-

ing the effect (observe). Based on the observed effect,
the algorithm determines the following process variable
change. When the optimal value of the process vari-
able has been found, the algorithm encircles this value
until any process changes occur.

If a perturb and observe algorithm is used, a trade-
off must be made when choosing the step size (Peng
et al., 2015). On the one hand, the step size should
be sufficiently large, making the system react quickly
to rapid environmental changes. On the other hand,
the step size should be as small as possible, avoiding
unnecessary large oscillations during steady-state op-
erations. Introducing a varying step size is one way to
tackle this trade-off. Figure 3 shows schematics of the
basic variable step size (BVSS) P&O algorithm, which
is the first algorithm investigated in this paper.

The main-routine, shown in the upper left corner of
Figure 3, consists of an initialization step, two startup
steps, and the variable step size P&O-loop. Before
the algorithm enters the P&O-loop, the downstream oil
concentration, Cd, is measured, and the desired pump-
ing pressure, ∆pSP, increased by the smallest step size,

δ
(min)
∆p . Next, when the algorithm enters the P&O-loop,
Cd is again measured and the current value compared
to the previous. If the oil concentration is found to
be lower than before the pumping pressure change, the
algorithm further increases ∆pSP. If the oil concentra-
tion is found to be higher, ∆pSP is reduced. The al-
gorithm stays within the P&O-loop, stepwise increas-
ing or decreasing ∆pSP to minimize the downstream
oil concentration. The varying pumping pressure step
size, δ∆p, is determined for each iteration of the P&O-
loop.

A measure sub-routine, shown in the right section
of Figure 3, is included to ensure the system reaches
steady-state before the downstream oil concentration
is determined. When the algorithm enters the mea-
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Figure 3: Schematics of the basic variable step size (BVSS) P&O algorithm.

sure sub-routine, timer t is set to 0. Then, the stan-
dard deviation, σk, of the last k measurements of Cd

is determined. Next, σk is compared to the threshold
value, σth. If σk > σth, the timer is reset and σk re-
calculated. If σk < σth, the measurements are found
sufficiently stable and the sub-routine progresses. As
long as σk < σth, σk is continuously updated. When
t > tth, the algorithm progresses by determining the
mean value of Cd over the last k measurements, C̄d,k.

A closed-loop feedback controller, shown in the lower
left corner of Figure 3, is used to adjust the rotational
speed of the coalescing pump. The set-point of the
controller is the desired pumping pressure, ∆pSP,n, de-
termined by the main-routine. n denotes the current
iteration number.

During the experimental testing, σth is 0.2 and tth is
20 s. These values must be determined empirically. σth

should be as low as possible, ensuring stable measure-
ments. However, due to measurement noise, it should
not be too low. Also tth should be set as low as pos-
sible. tth depends on how quickly the system reacts to
process changes, and the time it takes before the oil-
in-water analyzer can observe the changes. The latter
depends on the distance from the coalescing pump to
the separation equipment, the distance from the sepa-
ration equipment to the analyzer, and the flow rate.

3.1 Step size, δ∆p

Ideally, the function determining the step size should
be evaluated to 0 when ∆p = ∆popt, meaning that
the amplitude of the change approaches 0 when the
pump reaches the optimal point of operation. Husveg
et al. (2019) have shown that the coalescing pump and
hydrocyclone combination results in a convex func-
tion when considering the downstream oil concentra-
tion with respect to the pumping pressure. Relating
the step size to the relative change in downstream oil
concentration should therefore fulfill the requirement,
as

dCd

d∆p

∣∣∣
∆p=∆popt

= 0. (1)

Numerically, this translates to Cd = cst., and subse-
quently δ∆p = 0, at the optimal point of operation.
Hence,

if
Cd,n − Cd,n-1

∆pn −∆pn-1
= 0, then δ∆p = 0. (2)

To normalize the function, and to allow for tuning,
the following expression for determining the step size
is proposed:

δ∆p,n =
K

C̄d,n
· |Cd,n − Cd,n-1|
|∆pn −∆pn-1|

, (3)
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where K is the tuning parameter (also called algorithm
gain) and

C̄d,n =
Cd,n + Cd,n-1

2
. (4)

Noting that δ∆p,n-1 = |∆pn −∆pn-1|, and introducing
N = |Cd,n − Cd,n-1| /C̄d,n, (3) becomes:

δ∆p,n = K · N

δ∆p,n-1
. (5)

Next, δ∆p,n may be saturated,

δ∆p,n ∈
[
δ

(min)
∆p , δ

(max)
∆p

]
, (6)

where δ
(min)
∆p and δ

(max)
∆p are the minimum and max-

imum allowable step size, respectively. δ
(min)
∆p makes

sure the pumping pressure perturbation observably af-

fects the downstream oil concentration. δ
(max)
∆p limits

the maximum pumping pressure change in accordance
to the capabilities of the overall process plant and the
specific coalescing pump. In the following investiga-

tions, δ
(min)
∆p is 0.25 bar and δ

(max)
∆p is 2 bar.

K must be determined for each specific application
and pump. The desired value depends on the pump’s
turndown ratio, i.e., the width of the operational range,
and the expected changes in downstream oil concentra-
tion. The algorithm should be tuned according to the
two following properties: 1) reduce the amplitude of
the pumping pressure changes, stabilizing the system
during steady-state operations, and 2) minimize the
amount of oil exiting the hydrocyclone underflow by
rapidly responding to abrupt changes in the upstream
produced water characteristics. These two properties
are summarized in (7) to (10),

minR1, (7)

where

R1 =

n∑
i=1

|δ∆p,i| , (8)

and

minR2, (9)

where

R2 =

n∑
i=1

|Cd,i ·∆ti| . (10)

4 Results and discussions

Empirical models of the coalescing pump/deoiling hy-
drocyclone system were made using the experimental

setup (Figure 2). Figure 4 presents the test data used
for modeling. In the figure, the x-axis shows the pump-
ing pressure, while the y-axis shows the downstream oil
concentration. To gather the experimental data, the
pumping pressure was increased from 1 bar to 10 bar
in steps of 1 bar. For each step, the system reached
steady-state before the oil concentration downstream
the hydrocyclone, Cd, was measured. The measured
oil concentration is indicated in the figure using gray
numerals. For the different combinations of upstream
droplet size distribution and oil concentration, polyno-
mials were fitted to the experimental data. Figure 4
presents the polynomial equations using the dotted
lines.
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Figure 4: Experimentally obtained dataset for model-
ing, and illustration of the studied case.

During simulation and experimental testing, the sys-
tem initially starts in steady-state operations, encir-
cling the current optimal pumping pressure. Then, a
sudden change in the upstream produced water char-
acteristics is introduced in the form of a change in
the droplet size distribution, also shifting the optimal
pumping pressure. For the simulations, the environ-
mental change is represented by shifting from one poly-
nomial to the other. After the change, the environ-
mental conditions are again kept constant as the sys-
tem adapts to the new conditions. Figure 4 illustrates
the case used throughout this study, where dv50,u is
suddenly reduced from 12.5 µm to 7.5 µm while the
pump encircles ∆p = 4.5 bar. The figure indicates the
modeled downstream oil concentration before and af-
ter the environmental change, using black numerals.
Due to the reduced size of the droplets entering the
pump, the size of the droplets leaving the pump is
also reduced, therefore lowering the hydrocyclone ef-
ficiency and increasing the downstream oil concentra-
tion (Husveg et al., 2018). After the environmental
change, the system adapts to the new conditions, in-
creasing the pumping pressure and eventually encir-
cling ∆p = 7.3 bar.
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4.1 The effect of K

Figure 5 shows simulations of the investigated case
with algorithm gain K = 0.1 bar2 (gray line) and
K = 10 bar2 (black line). In the simulations, the main-
routine of the BVSS algorithm is used to minimize the
empirically obtained polynomials, representing the re-
lationship between the pumping pressure and the re-
sulting downstream oil concentration. The Measure
sub-routine and the Point of operation sub-routine are
not included, as the simulations do not include sys-
tem dynamics or time domain differential equations.
The solid lines in the figure show the pumping pres-
sure set-point, ∆pSP. The dotted line shows the model
predicted optimal pumping pressure (Figure 4), ∆ppre,
included as a reference. The sudden shift in ∆ppre is
a result of changing from one polynomial to the other,
representing the sudden environmental change.
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Figure 5: Two examples of the simulated basic variable
step size P&O algorithm.

WithK = 0.1 bar2, there were small steps during the
first constant period. When the environmental change
occurred, the small steps continued, indicating that the
gain K = 0.1 bar2 was too low for this situation. The
results with K = 10 bar2 (black line) show an example
of the desired behavior, both during stable environmen-
tal conditions as well as during a rapid change. The
results show small oscillations throughout the constant
periods and a significant pumping pressure change in
the following step after the environmental change.

To estimate the minimum gain required for the al-
gorithm to react to the environmental change with the

maximum pumping pressure step, δ
(max)
∆p , (5) was rear-

ranged as shown in (11),

K = δ
(max)
∆p ·

δ
(min)
∆p

N
, (11)

where the previous step δ∆p,n-1 = δ
(min)
∆p , and de-

sired following step δ∆p,n = δ
(max)
∆p . Figure 4 shows

that Cd,n-1 = 55.7 ppm and Cd,n = 90.2 ppm after

the change, leading to N = 0.5 and K = 1.1 bar2.
Therefore, for the studied case, a minimum gain of
K = 1.1 bar2 is required for the algorithm to react with

δ
(max)
∆p when dv50,u suddenly changes from 12.5 µm to

7.5 µm, assuming the pump encircles ∆p = 4.5 bar

with steps of δ
(min)
∆p . With the minimum required gain,

the algorithm will have the same response to the envi-
ronmental change as with K = 10 bar2 (Figure 5), due
to the saturations in (6).

To further study the effect of K, the previously de-
scribed simulation was repeated for values of K ranging
from 0.1 bar2 to 100 bar2. To quantify the algorithm’s
response according to (7) and (9), R1 and R2 were
rescaled to the range [0, 1]:

R′1 =
R1 −minR1

maxR1 −minR1
, (12)

R′2 =
R2 −minR2

maxR2 −minR2
, (13)

where R′1 and R′2 are the rescaled value of R1 and R2

according to the response of all the investigated values
of K, respectively.

Figure 6 showsR′1 andR′2 for the studied case. In the
figure, the x-axis gives the value of K logarithmically,
and the y-axis gives the value of R′1 (gray line) and R′2
(black line) for each K.

Algorithm gain, K (bar
2
)

V
a

lu
e

 (
-)

Figure 6: R′1 and R′2 for the studied case, with K rang-

ing from 0.1 bar2 to 100 bar2.

It was previously shown that K = 0.1 bar2 gave a
slow reaction to the environmental change, while K =
10 bar2 gave a more desirable response. K = 1.1 bar2

was found to be the minimum value of K required for
the algorithm to react to the exemplified environmen-

tal change with δ∆p,n = δ
(max)
∆p . Figure 6 shows that

R′2 starts off high and decreases as K is increased. The
decreasing R′2 is due to the algorithm’s increased re-
action to the environmental change, shown by the si-
multaneously raising R′1. At K = 1.1 bar2, R′2 ap-
proaches 0, which again shows that this is the min-
imum gain required for the algorithm to react with
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δ∆p,n = δ
(max)
∆p when the upstream change occurs. By

further increasing K, both R′1 and R′2 reach a plateau.
This plateau indicates that even though the algorithm

gain is further increased, δ∆p,n is still δ
(min)
∆p during the

stable environmental conditions, therefore not intro-
ducing higher pressure changes. Hence, the simulated
response of K = 1.1 bar2 and K = 10 bar2 are iden-
tical for this case. Beyond K = 10 bar2, R′1 starts
to rise again, indicating that the steady-state oscilla-
tions increase. The subsequent rise of R′2 shows that
the increasing oscillations make the algorithm deviate
from the optimal pumping pressure, therefore reducing
the hydrocyclone separation efficiency and increasing
the downstream oil concentration. For the simulated
case, best trade-off between low steady-state oscilla-
tions and quick reaction to environmental changes is
achieved with K between 1.1 bar2 and 10 bar2.

4.2 Experimental testing

Experimental tests were conducted to demonstrate the
BVSS algorithm and the effect of the algorithm gain,
K. Again, the same case was used where the pump
starts by encircling the optimal pumping pressure dur-
ing dv50,u = 12.5 µm, after which dv50,u is rapidly re-
duced to 7.5 µm.

Figures 7 to 9 show results of the experimental test-
ing. The figures contain two plots each, where plot
a) shows the pumping pressure as a function of time,
while plot b) shows the downstream oil concentration.
Plot a) also shows the predicted optimal pumping pres-
sure, ∆ppre, based on Figure 4. In both plots, the en-
vironmental change is indicated by a change in back-
ground color. In total, three experimental tests were
conducted, only to be distinguished by the value of
K. The three algorithm gains were K = 0.1 bar2,
K = 10 bar2 and K = 100 bar2. According to Fig-
ure 6, these values represent a low gain, an adequate
gain, and a high gain, respectively. Table 1 lists R′1 and
R′2 for the three experimental tests. Note that Cd,i in

(10) was replaced with
(
Cd,i − C(min)

d

)
, where C

(min)
d

is the lowest oil concentration measured downstream
the hydrocyclone in each test, respectively. This mod-
ification was done to compensate for experimental dif-
ferences, ensuring fair comparison between the three

tests. C
(min)
d are shown in plot b) of Figures 7 to 9.

Table 1 shows that K = 0.1 bar2 gave the lowest R′1,
meaning that this gain gave the lowest sum of pumping
pressure changes. This is comparable to the simulation
results in Figure 6. Figure 7 a) shows the controller’s
reaction to the environmental change. The controller
reacted by steadily increasing the pumping pressure to-
ward the predicted optimum in steps of the minimum

size, δ
(min)
∆p = 0.25 bar. This response is similar to the
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Figure 7: Experimental test results with K = 0.1 bar2.

simulation shown in Figure 5. By having too low gain,
the variable step size algorithm acts as a constant step
size algorithm, therefore losing the advantages intro-
duced by a variable step size.

Table 1: Comparison of R′1 and R′2 for the experimen-
tal tests.

K = 0.1(
bar2

) K = 10(
bar2

) K = 100(
bar2

)
R′1 (−) 0.00 0.13 1.00

R′2 (−) 0.52 0.00 1.00

Figure 8 shows results from the experimental test-
ing with K = 10 bar2. According to Figure 6, this
value should be adequate for the algorithm to react
rapidly to the environmental change, while at the same
time having low oscillations during steady-state oper-
ations. Table 1 shows that K = 10 bar2 gave a slightly
higher R′1 compared to K = 0.1 bar2, meaning that
bigger pumping pressure steps were introduced. Fig-
ure 8 a) shows the controller’s reaction to the envi-
ronmental change. The pumping pressure increased
rapidly toward the predicted optimum, reaching it ap-
proximately 500 s after the change. The controller then
reduced the pumping pressure and started encircling
∆p = 6 bar. As indicated in Figure 8 a), ∆p = 6 bar
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Figure 8: Experimental test results with K = 10 bar2.

deviates somewhat from the model predicted optimum,
∆ppre = 7.3 bar. This behavior is, however, not unex-
pected as the downstream oil concentration curve, Cd

vs. ∆p (Figure 4), is very flat around the optimal point
of operation. Minor deviations in the separation per-
formance may, therefore, move the optimal pumping
pressure substantially. Table 1 shows that K = 10 bar2

resulted in the lowest R′2, which is in accordance with
the simulation results in Figure 6.

Figure 9 shows results of the experimental test when
K = 100 bar2. According to Table 1, K = 100 bar2

gave the highest value of both R′1 and R′2. Figure 9
a) shows that the algorithm did not reach the mini-
mum step size during the first stable period. When
the environmental change occurred, the algorithm re-
acted quickly. However, it continued to oscillate highly
for the following stable period, although with declin-
ing oscillations. The high pumping pressure changes
explain the high R′1. Figure 9 b) shows that the high
pressure changes negatively influenced the downstream
separation, indicating that the pumping pressure was
swinging far away from the optimal point of operation.

4.3 Tracking failure

The previous investigations have shown that a well-
tuned variable step size algorithm has both low conver-
gence time and low steady-state oscillations. However,
variable step size P&O algorithms have a weakness to-
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Figure 9: Experimental test results with K = 100 bar2.

ward rapid environmental changes (Almi et al., 2016;
Gupta and Saxena, 2016). As they base the following
step size and direction entirely on the observed change,
in this case the change in downstream oil concentra-
tion, the algorithms cannot distinguish whether the
changes occur due to the shifting point of operation, or
due to upstream environmental changes. For the stud-
ied case, the environmental change reduced the size of
the upstream oil droplets, consequently reducing the
hydrocyclone separation efficiency. This increased the
oil concentration downstream the hydrocyclone, mak-
ing the P&O algorithm step in the opposite direction
of the previous step, regardless of whether it was ap-
proaching the new optimum or not.
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Figure 10: Two examples of the simulated BVSS P&O
algorithm stepping astray.
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Hitherto, the results have shown the algorithm step-
ping in the desired direction. Figure 10 shows two sim-
ulated examples where the algorithm steps astray. In
the figure, the gray line is simulated with K = 0.1 bar2,
and the black line with K = 10 bar2. These simula-
tions are individually comparable to the responses in
Figure 5. In Figure 10, the algorithm puts forward an
increase in the set-point when the upstream environ-
mental change occurs, indicating that the algorithm
is in the right P&O-loop (Figure 3). As the environ-
mental change results in an increased downstream oil
concentration, making Cd,n > Cd,n-1, the algorithm
then moves over to the left P&O-loop, reduces the set-
point, ∆pSP, based on the magnitude of the change,
and thereby steps astray.

From the two simulated responses in Figure 10, the
system with the most desirable behavior was the one
with the lowest gain, K = 0.1 bar2. Because of the
low gain, the algorithm made just a small step astray
before turning toward the predicted optimal pumping
pressure. With K = 10 bar2, the algorithm introduced
a significant pressure change, unfortunately away from
the new optimum. Figure 11 shows R′1 and R′2 for
the algorithm stepping astray. Here, K ranges from
0.1 bar2 to 100 bar2.

Algorithm gain, K (bar
2
)

V
a

lu
e

 (
-)

Figure 11: R′1 and R′2 for the BVSS algorithm step-

ping astray; K is ranging from 0.1 bar2 to
100 bar2.

The figure shows that R′2 started off low, but
then rapidly increased as the gain was increased from
0.1 bar2 to 1.1 bar2. R′2 rose due to the increasing
amplitude of the failed step, as also seen when com-
paring the two simulations in Figure 10. When K
reached above 3 bar2, R′2 started to decline. R′2 de-
clined as the algorithm got more sensitive, therefore
compensating increasingly more rapid for the failed
step. The increased sensitivity is also indicated by the
rising R′1. According to Figure 11, the lowest R′2 was
achieved with the highest gain, K = 100 bar2. How-
ever, this high gain also resulted in the highest R′1. In
the event of tracking failure, the best trade-off between

low steady-state oscillations and convergence time is,
therefore, most likely achieved with a low gain, as this
reduces the magnitude of the failed step.

Introducing a second analyzer may be one way to
avoid stepping astray. An analyzer located upstream
the coalescing pump can detect whether observed
changes in the downstream oil concentration have
been introduced by upstream environmental changes,
or by the pump. In their study of the coalescing
pump/deoiling hydrocyclone system, Husveg et al.
(2019) developed an empirical model to predict the
optimal pumping pressure based on upstream measure-
ments. Similar models, together with an upstream oil-
in-water analyzer, may be used to direct the controller
toward the new optimum.

4.4 Alternative algorithms

4.4.1 HVSS P&O algorithm

The hybrid variable step size (HVSS) P&O algorithm
is an alternative algorithm developed for the coalesc-
ing pump/deoiling hydrocyclone system. The HVSS
algorithm avoids stepping astray by first introducing
a probe step. Figure 12 shows a simulation of the
algorithm’s response to the considered case, having
K = 10 bar2.
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Figure 12: Simulation of the hybrid variable step size
(HVSS) P&O algorithm.

The simulation starts off with the algorithm encir-
cling the current optimal pumping pressure, operating
within a constant step size (CSS) P&O-loop. The algo-
rithm stays within this loop until a significant change in
the downstream oil concentration is detected. When a
change is seen, the HVSS algorithm introduces a probe
step. The probe step is used to determine whether the
new optimal pumping pressure is higher or lower com-
pared to the current pumping pressure. Next, the algo-
rithm introduces a primary step in the direction deter-
mined based on the probe step. After the primary step,
the HVSS algorithm enters a variable step size (VSS)

21



Modeling, Identification and Control

Cd,n < Cd,n-1

ΔpSP,n := ΔpSP,n-1 -δΔp

New point of operation**

m := m +1Cd,n < Cd,n-1

n := n + 1
Measure*

n := n + 1
Measure*

Determine δΔp,n

m := m +1

m < mth

Determine δΔp,n

m < mth

Probe
step

ΔpSP,n := ΔpSP,n-1 +δΔp

New point of operation**

ΔpSP,n := ΔpSP,n-1 +δΔp

New point of operation**

ΔpSP,n := ΔpSP,n-1 +δΔp,n

New point of operation**
ΔpSP,n := ΔpSP,n-1 -δΔp,n

New point of operation**

Variable step size sub-routine

ΔpSP,n := ΔpSP,n-1 -δΔp

New point of operation**
Cd,n < Cd,n-1

Primary
step

Cd,n < Cd,n-1

n := n + 1
Measure*

n := n + 1
Measure*

n := n + 1
Measure*

n := n + 1
Measure*

Initialize
n := 0

n := n + 1
Measure*

C
S

S
 P

&
O

-loop

ΔpSP,n := ΔpSP,n-1 +δΔp

New point of operation**

ΔpSP,n := ΔpSP,n-1 +δΔp

New point of operation**
ΔpSP,n := ΔpSP,n-1 -δΔp

New point of operation**

|ΔCd,n|<ΔCd,th

Determine ΔCd,n

|ΔCd,n|<ΔCd,th

Determine ΔCd,n

Var. step size

Cd,n < Cd,n-1Cd,n < Cd,n-1

Start
Var. step size

Determine δΔp

Cd,n < Cd,n-1

V
S

S
 P

&
O

-loop

Operation and control main-routine

y

n

y

n

y

n

y

n

ny

y

n

y

n

y

n

y

n

y

n

y

n

End
Var. step size

δΔp,n-1 < 0 ny

m := 0m := 0

(min)

(min) (min)

(min) (min)

(prim)

(prim)(prim)
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P&O-loop. The algorithm stays within this loop until
it has switched from incrementing to decrementing the
pumping pressure, or vice versa, more than a prede-
termined number of times. When the number of direc-
tional changes has been reached, it is assumed that the
new optimal point of operation has been found. The
algorithm, therefore, returns to the CSS P&O-loop,
continuing to encircle the optimal pumping pressure
in small steps until a new significant change occurs.

Figure 13 shows schematics of the HVSS algorithm.
The schematics refer to Measure* and New point of
operation**, which are the sub-routines in Figure 3.
The HVSS algorithm has the same initialization and
startup steps as the BVSS algorithm (Figure 3). After
initialization, the algorithm enters the CSS P&O-loop,

where the pumping pressure is adjusted by ±δ(min)
∆p .

For every iteration of the loop, the algorithm deter-
mines how much the downstream oil concentration has
changed since last pressure change, ∆Cd,n = Cd,n −
Cd,n-1. If |∆Cd,n| > ∆Cd,th, the algorithm enters the
variable step size sub-routine, where it first determines

the size of the primary step, δ
(prim)
∆p . Then, the algo-

rithm introduces the probe step. The direction of the
probe step is determined based on whether the environ-
mental change increased or reduced the downstream oil
concentration, assuming the change happened due to
a shift in the upstream droplet size distribution. If the
change did not happen due to a shift in the droplet size
distribution, the probe step might be introduced in the
wrong direction. A probe step stepping astray does not
corrupt the directing of the primary step but will in-
crease the convergence time as more steps are required.
Next, the directing of the primary step is based on the
direction of the probe step, and whether it increased or
reduced the downstream oil concentration. After hav-
ing introduced the primary step, the HVSS algorithm
sets m to 0. m is a counter for the number of times the
stepping has changed direction. The HVSS algorithm
then enters and stays within the VSS P&O-loop until
m > mth, at which point the algorithm returns to the
CSS P&O-loop, awaiting new environmental changes.

4.4.2 TVSS P&O algorithm

The triggered variable step size (TVSS) P&O algo-
rithm is another alternative to the BVSS P&O algo-
rithm. Similar to the HVSS algorithm, the TVSS al-
gorithm introduces a probe step to determine the di-
rection of the primary step. A constant pumping pres-
sure loop (called dormant-loop) replaces the CSS P&O-
loop, and thereby distinguish the TVSS algorithm from
the HVSS algorithm. As a result, the TVSS algo-
rithm does not introduce steady-state oscillations. Fig-
ure 14 shows a simulation of the algorithm’s response

to the considered case, where K = 10 bar2. Figure 15
shows the schematics of the algorithm. Also here, the
schematics refer to Measure* and New point of opera-
tion**, i.e., the sub-routines in Figure 3.
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Figure 14: Example plot of the triggered variable step
size (TVSS) P&O algorithm.

The TVSS P&O algorithm starts off by measur-

ing the current Cd, and setting C
(dorm)
d equal to Cd,n.

C
(dorm)
d is the Cd measured when the algorithm enters

the dormant-loop, later used to identify environmental
changes. Next, the algorithm moves into the dormant-
loop, where the pumping pressure is held constant. For
each iteration of the loop, the algorithm determines

∆C
(dorm)
d,n = Cd,n −C(dorm)

d , which is the difference be-
tween the current Cd and the Cd measured when the

algorithm entered the loop. If
∣∣∣∆C(dorm)

d,n

∣∣∣ > ∆Cd,th,

∆popt is assumed to have changed. When this hap-
pens, a trace sub-routine is triggered in order to adjust
the point of operation according to the new optimum.

The trace sub-routine first determines δ
(prim)
∆p , before

introducing the probe step and the primary step in the
same way as the HVSS algorithm. In order to avoid
mathematical errors, the algorithm assumes δ∆p,n-1 =

δ
(min)
∆p when it determines δ

(prim)
∆p , using (5). The al-

gorithm also initializes C
(dorm)
d and ∆p

(dorm)
SP , where

∆p
(dorm)
SP is the pumping pressure at which C

(dorm)
d was

measured. ∆p
(dorm)
SP is later used to determine the fol-

lowing dormant pumping pressure, as this is the point
of operation resulting in the lowest downstream oil con-
centration, and hence the optimal point of operation.
After having introduced the primary step, the algo-
rithm moves into a VSS P&O-loop. For each iteration
of this loop, the algorithm determines whether the cur-

rent oil concentration is lower than the current C
(dorm)
d .

If so, C
(dorm)
d and ∆p

(dorm)
SP are updated. The algorithm

stays within the VSS P&O-loop until m > mth, after

which it sets ∆pSP,n equal to ∆p
(dorm)
SP , and moves back

to the dormant-loop.
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Table 2: Comparison of R′1 and R′2 for the three suggested algorithms with K = 10 bar2.

K = 10 bar2 BVSS
(Correct step)

BVSS
(Failed step)

HVSS TVSS

R′1 0.76 1.00 0.76 0.00

R′2 0.00 1.00 0.06 0.05

4.5 Comparison

To compare the three algorithms, Table 2 lists R′1 and
R′2 for each algorithm’s response to the studied case
when K = 10 bar2. For the BVSS algorithm, two
values are shown for each parameter. The first value
represents the algorithm stepping toward the new op-
timum (Figure 5). The second value represents the
algorithm stepping astray (Figure 10).

According to Table 2, the TVSS algorithm had the
lowest R′1. The HVSS algorithm had the same value of
R′1 as the BVSS algorithm, when the latter did not step
astray. The highest value of R′1 was for the BVSS algo-
rithm stepping away from the new optimum. These re-
sults indicate that the TVSS algorithm significantly re-
duced the number and magnitude of the pumping pres-
sure changes due to the dormant-loop. The HVSS and
BVSS algorithm may introduce similar oscillations, but
the BVSS may also step astray, introducing a higher
number of large pumping pressure changes.

The BVSS algorithm stepping in the correct direc-
tion had the lowest value of R′2. Even though the
HVSS algorithm introduced the same pumping pres-
sure changes as the BVSS algorithm, the order of the
changes was different due to the probe step. There-
fore, the HVSS algorithm spent more time far away
from the new optimal point of operation, as compared
to the BVSS algorithm. On the other hand, the high-
est value of R′2 was for the BVSS algorithm stepping
astray. Therefore, the BVSS algorithm may be the al-
gorithm with the lowest convergence time, but it might
just as well be the algorithm with the highest conver-
gence time.

In the studied case, the environmental conditions are
constant before and after the rapid change. Because of
this, the TVSS algorithm has a lower value of R′2 com-
pared to the HVSS algorithm, as the latter oscillates
during steady-state operations. However, if the envi-
ronmental conditions were slightly drifting, the BVSS
and the HVSS algorithm may result in the lowest value
of R′2. These algorithms continuously trace the opti-
mal point of operation, while the TVSS algorithm has

to wait for
∣∣∣∆C(dorm)

d,n

∣∣∣ > ∆Cd,th before it starts trac-

ing. The constant steady-state pumping pressure of the

TVSS algorithm must, therefore, be weighed against
the continuous tracing BVSS and HVSS algorithms.

To avoid tracking failure during rapid environmental
changes, the HVSS and the TVSS algorithm introduce
a probe step when the oil concentration changes exceed
∆Cd,th. Next, both algorithms enter and stay within
a variable step size P&O-loop until the pumping pres-
sure steps have changed direction more than mth times.
The HVSS and TVSS algorithm, therefore, introduces
two extra parameters which must be set when imple-
menting either one of the algorithms. As mentioned,
the BVSS algorithm may also avoid stepping astray if
an upstream oil-in-water analyzer is introduced. How-
ever, this setup was not investigated in this paper.

For all three algorithms, the algorithm gain K must
be determined as the functionality of the algorithms
highly depends on this parameter. K relates the fol-
lowing pumping pressure step size to the change in
downstream oil concentration and the previous pump-
ing pressure change during variable step size opera-
tions. For the algorithms to have the intended prop-
erties, the gain needs to be high enough to react to
environmental changes, but not too high, as this will
introduce oscillations during stable environmental con-
ditions.

5 Conclusions

This study has introduced three variable step size P&O
algorithms for optimizing the separation efficiency of a
coalescing pump/deoiling hydrocyclone system. The
algorithms are used to minimize the oil concentration
downstream the hydrocyclone, at the same time as they
1) reduce the steady-state oscillations and 2) quickly
react to rapid environmental changes. Furthermore,
the study highlights the importance of choosing a cor-
rect algorithm gain K, as the functionality of the algo-
rithms highly depends on the value of this gain. The
basic variable step size (BVSS) P&O algorithm has
a weakness toward rapid environmental changes, as it
possesses the risk of stepping away from the new op-
timal pumping pressure, rather than toward it. The
hybrid variable step size (HVSS) algorithm and the
triggered variable step size (TVSS) algorithm include
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a probe step that eliminates the risk of stepping astray.
The HVSS algorithm continuously tracks the optimal
point of operation, while the TVSS algorithm stays
dormant for most of the time. The constant steady-
state pumping pressure of the TVSS algorithm must,
therefore, be weighed against the continuous tracking
of the HVSS algorithm, depending on whether steady
or drifting environmental conditions are expected.

Nomenclature

Cd Downstream oil concentration, −, ppm

C
(dorm)
d Dormant-loop initial Cd, −, ppm

C
(min)
d Lowest measured Cd, −, ppm

Cd,n Current Cd, −, ppm

Cd,n-1 Previous Cd, −, ppm

C̄d,n Mean of Cd,n and Cd,n-1, −, ppm

C̄d,k Mean Cd of the last k samples, −, ppm

Cu Upstream oil concentration, −, ppm

dv50 Volume median droplet diameter, m, µm

dv50,u Upstream dv50, m, µm

k Number of samples, −

K Algorithm gain, Pa2, bar2

m Number of tracking direction changes, −

mth m threshold, −

n Current iteration number, −

pd Downstream pressure, Pa, bar

pm Midstream pressure, Pa, bar

po Overflow pressure, Pa, bar

pu Upstream pressure, Pa, bar

Qu Upstream flow rate, m3/s, m3/h

R1 Sum of δ∆p, Pa, bar

R′1 Rescaled R1, −

R2 Sum of Cd ·∆t, s, ppm · s

R′2 Rescaled R2, −

t Timer, s

tth t threshold, s

δ∆p Pumping pressure step, Pa, bar

δ
(min)
∆p Minimum δ∆p, Pa, bar

δ
(max)
∆p Maximum δ∆p, Pa, bar

δ
(prim)
∆p Primary δ∆p, Pa, bar

δ∆p,n Current δ∆p, Pa, bar

δ∆p,n-1 Previous δ∆p, Pa, bar

∆Cd,n Diff. between Cd,n and Cd,n-1, −, ppm

∆C
(dorm)
d,n Diff. between Cd,n and C

(dorm)
d , −, ppm

∆Cd,th ∆Cd,n or ∆C
(dorm)
d,n threshold, −, ppm

∆p Pumping pressure, Pa, bar

∆pn Current ∆p, Pa, bar

∆pn-1 Previous ∆p, Pa, bar

∆popt Optimal ∆p, Pa, bar

∆ppre Model predicted ∆p, Pa, bar

∆pSP ∆p set-point, Pa, bar

∆p
(dorm)
SP ∆pSP at C

(dorm)
d , Pa, bar

∆pSP,n Current ∆pSP, Pa, bar

∆pSP,n-1 Previous ∆pSP, Pa, bar

∆t Step time, s

ϕPDR Pressure drop ratio, −

ρ Density, kg/m3

µ Viscosity, Pa · s, cP

σk Standard deviation of the last k samples, −

σth σk threshold, −

Abbreviations

BEP Best Efficiency Point

BVSS Basic Variable Step Size

CSS Constant Step Size

CV Control Valve

HVSS Hybrid Variable Step Size

MPPT Maximum Power Point Tracking

P&O Perturb and Observe
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PDR Pressure Drop Ratio

TVSS Triggered Variable Step Size

VSS Variable Step Size
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