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Abstract

In industrial Model Predictive Control (MPC) applications, it is common to perform target calculation at
each sample instant. The purpose of the target calculation is to translate operational targets supplied by
higher level optimization functions into control targets that are feasible in the face of current disturbances.
This paper shows that the commonly used target calculation formulation is flawed, and that this can lead
to significant economic loss. A method for dealing with the identified problem is proposed∗.
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1 INTRODUCTION

Model predictive control (MPC) is a hugely success-
ful advanced control methodology, with thousands of
implementations worldwide (Qin and Badgwell, 2003).
MPC is also a very active research topic, at least since
the well-known paper by Rawlings and Muske (1993).
It is fair to say that MPC by now is well understood,
at least for linear systems. However, a typical installa-
tion of MPC in a large-scale plant is only one of several
layers in a control and decision hierarchy, such as the
hierarchy illustrated in Fig. 1. In Fig. 1, MPC would
fit in at the Supervisory Control layer. Although the
presence of a control hierarchy is acknowledged in some
control textbooks (e.g., Skogestad and Postlethwaite
(1996)), it is typically ignored in most academic pa-
pers on MPC, in which the MPC control problem is
typically addressed without consideration to how it is
implemented in a control hierarchy such as Fig. 1.

The problem addressed in this paper arises primarily
because of the timescale separation between different
layers in Fig. 1. This timescale separation is a prac-
tical necessity when considering the objectives of the

∗This paper is based on a paper presented at the IFAC Sym-
posium DYCOPS, Cancun, Mexico, June 2007

different layers. The regulatory control layer operates
at a timescale of seconds. It typically consists mainly
of PI or PID controllers, and the required calculations
are very simple, but are performed very frequently.
The supervisory control (MPC) typically operates at a
timescale of minutes, and solves an optimization prob-
lem (LP or QP) on line for each execution. Recent de-
velopments in Explicit MPC based on parametric pro-
gramming (e.g., Bemporad et al. (2002)) does have the
potential for reducing the on-line computational load
and thereby enable increased sampling rates for MPC,
but seem to have limited applicability to large-scale
systems such as those typically found un the process-
ing industries. The local optimization (often termed
Real Time Optimization - RTO) typically operates at
a timescale of hours. Whereas MPC (still) typically
uses a linear dynamical model - some times with non-
linear transformations of inputs and/or outputs - RTO
typically uses a static non-linear model derived from
physical and chemical relationships.

The use of a static model for RTO means that after
a disturbance has entered the system, the RTO has
to wait for a new steady state to be reached before
new control targets can be calculated. This ’steady
state wait’ has been identified by both industrialists
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Figure 1: Control hierarchy in a large industrial plant.

(Friedman, 1995) and academics (Marlin and Hrymak,
1997) as one of the main drawbacks with RTO systems.

Industrial practitioners have not been able to afford
the academic luxury of defining what problem to study.
They have therefore had to address the fact that the
MPC controller may be supplied with operational tar-
gets that are out of date or misleading. Therefore, in-
dustrial MPC applications commonly include a target
calculation functionality. The objectives of the target
calculation may be summarized thus:

• The operational targets may be specified in other
variables than the control targets used by the
MPC. The target calculation may therefore have
to translate from operational targets to control
targets.

• The number of variables specified may be dif-
ferent at different layers. The target calcula-
tion may therefore have to find an optimal trade-
off between the supplied operational targets (for
over-determined systems), or to fix any unspeci-
fied degree of freedom (for under-determined sys-
tems).

• The operational targets supplied may specify an
operating point that is not feasible, due to plant-
model mismatch or because disturbances have
changed since the operational targets were last
calculated. The target calculation then finds a
feasible operating point as ’close’ as possible to
the specified operational targets.

Although target calculation has not received much aca-
demic attention, there are some notable exceptions.
de Prada and Valentin (1996) provide an early con-
tribution. Muske (1997) describes how the target cal-
culation is formulated as a static QP problem, and dis-
cusses requirements for the existence of unique solu-
tions of the QP problem. Rawlings (2000) briefly dis-
cusses target calculation in his tutorial on MPC. Ying
and Joseph (1999) show how the weights used in the
target calculation can be related to the plant economics
as expressed by the RTO problem, and proves the sta-
bility of the overall system when the target calculation
operates in cascade with a ’conventional’ MPC. Refer-
ences to additional earlier works can be found in (Ying
and Joseph, 1999).

The contribution of this paper is related to the latter
of the target calculation objectives listed above. The
main point is that changing disturbances generally will
change the optimal operating point. Finding a feasible
operating point as close as possible to the operational
targets determined by the RTO (based on outdated
disturbance data) can therefore lead to significant eco-
nomic losses. The technique used for tracking the op-
timal steady state operating point is closely related to
ideas presented in Kadam and Marquardt (2004) for
RTO. Here, this is presented in the context of target
calculation for MPC, and applied to an illustrative ex-
ample.

2 EXAMPLE

In this section we will illustrate the problems of the
conventional formulation of target calculation, using
a reactor-separator-recycle process that has previously
been studied by several authors, see Larsson et al.
(2003). A diagram of the plant is shown in Fig. 2. In
the reactor, component A is converted to component
B. Unreacted A is separated in the separator (distil-
lation column) and returned to the reactor. In this
paper, a control structure described in (Larsson et al.,
2003) as the ’Luyben rule’ is used. This means that
one of the flowrates in the recycle loop is fixed, in this
case this is F , the feed rate to the distillation column.
The other regulatory controls are:

• The reactor holdup Mr is controlled using the
distillate flowrate D. Larsson et al. (2003) found
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Figure 2: Diagram of reactor-separator-recycle plant.

that it was always optimal to keep the reactor
holdup at its maximum (2800 Kmol).

• The product composition xB is controlled using
the boilup V . It is always optimal to have maxi-
mum allowable impurity in the product, which is
a mole fraction of A of 0.01015.

• The condenser holdup MD is controlled using the
reflux flowrate L.

• The column bottom holdup MB is controlled us-
ing the bottoms product flowrate B.

This control structure is not necessarily optimal for
this plant, but the resulting closed loop system shows
behavior which nicely illustrates the need for improved
target calculation.

The external feed rate F0 is here considered as a dis-
turbance. When the external feed F0 is determined
elsewhere, optimal operation is achieved by minimiz-
ing the energy cost, i.e. by minimizing the boilup V
subject to product and operational constraints. In ad-
dition to the reactor holdup and product purity con-
straints, all flows are restricted to be non-negative,
and there is a maximum boilup capacity such that
V ≤ 5000Kmol/h. The nominal external feedrate is
F0 = 460Kmol/h, with a possible disturbance range
of 20%. Figure 2 shows the relationships between fee-
drate F to the column and the resulting boilup V for
the nominal and maximal F0. Figure 2 nicely illus-
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Figure 3: Boilup V as a function of column feed F , for
nominal and maximal external feed F0.

trates the problem with trying to find a feasible oper-
ating point as close as possible to the nominally opti-
mal operating point. For high values of F0 this would
result in a boilup of V = 5000Kmol/h, while the opti-
mal boilup is well below 2000Kmol/h. This lead Go-
vatsmark (2003) to propose the use of robust setpoints
for this plant, where the robustness comes from op-
timizing the setpoint for the worst-case disturbance.
Here that would lead to a constant column feedrate
of 1370Kmol/h, and (for the maximal F0) a corre-
sponding boilup of 1885Kmol/h. Due to the shape
of the objective function (the boilup curves in Fig. 2
are very flat to the right of the optimum) robust set-
points would work well in this case. For the nomi-
nal F0 the robust setpoint for F will give a boilup of
1308Kmol/h, whereas the optimal value for F gives a
boilup of 1276Kmol/h.

However, one cannot in general expect to have such
benign shapes of the objective function for RTO, and
one must expect to incur severe losses by choosing a
constant (albeit robustly optimal) control target. One
would therefore like to be able to better adjust for
changing disturbances in the target calculation, with-
out having to wait for a new steady state which enables
the RTO to execute. On the other hand, improvements
to the target calculation should not significantly in-
crease the computational complexity, in practice the
target calculation should be no more complex than a
QP of quite modest size (significantly smaller than the
main QP in the MPC).
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3 FORMULATION OF THE
TARGET CALCULATION

Following Ying and Joseph (1999), a typical target cal-
culation problem may be formulated as:

min
z

1
2
zT Qz + hT z (1)

ỹ = Gu + w (2)
ỹmin ≤ ỹ ≤ ỹmax (3)
umin ≤ y ≤ umax (4)

where zT =
[
yT uT

]
is the vector of control targets

to be calculated, possibly consisting of both manipu-
lated variables and plant outputs. The measurement
vector ỹ consists both of those plant outputs y whose
optimal values are found in the target calculation, and
any other plant outputs that may be constrained. In
the example in the preceding section, only the column
feedrate is determined by the target calculation, while
there are also other plant flowrates that are constrained
to be non-negative. Equation (2) ensures that the tar-
gets found are consistent with the steady-state plant
model, and the vector w accounts for the presently ob-
served plant-model mismatch (whatever the cause may
be). Both u and ỹ are expressed in deviation variables,
with the nominally optimal point as the origin.

Most elements in (1) - (4) would change with a chang-
ing nominal point (i.e., with a changing ’nominal’ dis-
turbance). The challenge will be to capture this chang-
ing problem description, while still retaining a rela-
tively simple problem formulation. Here this prob-
lem is approached by attempting to model how the
RTO problem changes with changing (”nominal”) dis-
turbances around the present nominal operating point,

To his end, the origin of the deviation variables is
expressed as a series expansion in the observed distur-
bance d. Let ỹ∗ and u∗ represent the optimal values
of ỹ and u for the nominal (for the RTO problem) dis-
turbance value d∗. Then, the origin for the deviation
variables ỹ and u is for each vector element i expressed
as

ỹ0
i = ỹ∗i +

∂ỹ∗i
∂d

δd + 0.5δdT ∂∂ỹ∗i
∂∂d

δd + · · · (5)

u0
i = u∗i +

∂u∗i
∂d

δd + 0.5δdT ∂∂u∗i
∂∂d

δd + · · · (6)

where the partial derivatives are evaluated at d = d∗,
u = u∗. Note that making the origin of the deviation
variables ỹ and u dependent on d means that the upper
and lower limits in limits (3) and (4) will also change
with d (since they are fixed in terms of physical values).
Next, it is necessary to express Q, h and G as a series
expansion in terms of the observed disturbance d. This
is done in a manner analogous to (5,6).
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Figure 4: Column feedrate F , as function of external
feedrate F0.

4 EXAMPLE REVISITED

In section 2 we saw how and why the conventional for-
mulation of the target calculation performs poorly for a
large disturbance in the external flowrate F0. Here the
modified target calculation formulation of section 3 is
investigated for the reactor-separator-recycle example,
and compared to the conventional target calculation
formulation.

From Fig. 4 it is clear that the modified target calcu-
lation formulation determines a column feedrate that
is very close to that resulting from an optimization
on the full non-linear model (denoted ’Optimal value’
in Fig. 4). The conventional target calculation, on
the other hand, tries to keep the column feedrate as
close as possible to the optimal column feedrate for the
nominal value of the disturbance (which in this case is
F0 = 460 Kmol/h). Only when the maximum boilup
constraint is reached, will the conventional target cal-
culation change the column feedrate target from the
nominally optimal.

The resulting values for column boilup are shown in
Fig. 5. On the scale of Fig. 5, the optimal boilup and
the boilup resulting from the modified target calcula-
tion are virtually indistinguishable, whereas the con-
ventional target calculation results in excessive boilup,
i.e., a significant loss.
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Figure 5: Column boilup V , as function of external fee-
drate F0.

5 DISCUSSION AND
CONCLUSION

This paper proposes a modification to the target cal-
culation in MPC. Instead of finding a feasible oper-
ating point as close as possible to the nominally ’op-
timal’ operating point in the face of changing distur-
bances, one should take into account that the loca-
tion of the optimal operating point will typically also
change when disturbances change. The modified tar-
get calculation attempts to account for both changes in
the location of the optimal operating point, changes in
the shape of the objective function, and changes in the
constraints resulting from changing disturbances. The
modified target calculation requires more information
from the RTO layer than what is required for conven-
tional target calculation. In addition to the nominally
optimal control targets and the local shape of the ob-
jective function, information about how these change
with changing disturbances is also required. This infor-
mation may be obtained by perturbing the input data
(disturbance values) for the RTO problem around the
nominal value.

A critical issue for the application of the proposed
modified target calculation is the ability to measure
or reliably estimate the value of the disturbances (or
at least the more important ones). Without reliable
disturbance values there can be no hope of tracking
the changes in the optimal operating point as the dis-
turbances vary. In the example studied, the external
feed flowrate is the main disturbance (and the only

disturbance considered). Flowrates of gases and liq-
uids are usually easily and reliably measured. However,
feed composition disturbances are common in the pro-
cessing industries - and composition measurements can
be costly, cumbersome and unreliable. Whether sec-
ondary measurements can be used to estimate hard-
to-measure disturbances is of course totally problem
dependent.

It is also important to have a sober understanding of
what disturbances should result in changes in the con-
trol targets. Clearly, it does not make sense to change
the control targets due to high-frequency disturbances.
Only disturbance components that are well within the
bandwidth of the MPC should result in changed con-
trol targets for the MPC. This implies filtering of dis-
turbances prior to target calculation. Such filtering
may be built into the estimator for disturbances that
are not measured directly.
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